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The Human Factors of Security Misconfigurations
Let’s Fix the Weakest Link.
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The issue:
The method:
The results:

The implications:

Security Misconfigurations
Empirical Approach

a. Who?

b. What?

c. Why?

d. What else?

A few ldeas
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The Empirical Approach

(0. Presentation and Recruitment at SysAdmin Regular’s Table)

1. Interviews
2. Focus Group

(2.1. Presentation of the Preliminary Findings at RIPE 74)

3. Anonymous Online Survey
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(0. Presentation and Recruitment at SysAdmin Regular’s Table)

1. Interviews
2. Focus Group

(2.1. Presentation of the Preliminary Findings at RIPE 74)

3. Anonymous Online Survey




The Empirical Approach

= 221 valid responses in 30 days

RESPONSES
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Out of work YES Non-IT
13.6%

ISP
49.3%

Self-employed

8.2% 2.7%

Government
17.6%

Employed More or less
89.1% 30.8%

‘ NO IT Enterprise
51.1% 19.5%






COMPARISON OF WORK VS. EXPERTISE

m Average HOW OFTEN DO/DID YOU OPERATE?
Average HOW WOULD YOU DESCRIBE YOUR LEVEL OF EXPERTISE?

18-24 Years 25-34 Years 35-44 Years 45-54 Years 93 Years and up
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What?

220 operators have encountered security misconfigrations:

Not that I'm aware of. NO .

ENCOUNTERED

When asking for
SMCs in general

|
After asking for

specific SMCs
[

RESPONDENTS 0



What?

196 operators made security misconfigurations

Not that I'm aware of. D NO .

SELF-MADE

SMC cause for security incident: 68
When asking for

SMCs in general
I

After asking for
specific SMCs

RESPONDENTS 0



RESPONDENTS
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HOW DID YOU COME ACROSS THOSE SMs?
(BASED ON 143 RESPONSES)
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HOW DID YOU COME ACROSS THOSE SM‘S?
(BASED ON 143 RESPONSES)







SYSTEM-RELATED REASONS

ENVIRONMENTAL REASONS

PERSONAL REASONS

RESPONDENTS




RELATIVE FREQUENCY OF REASONS BY CATEGORY

PERSONAL ORGANISATIONAL SYSTEM-RELATED




What else?

REACTIONS




What else?

“One incident gets your boss to improve security.
Two incidents gets their boss to improve security.
Three.... You get it, don't you?”

- respondent #120

RESPONDENTS
[ IMPACT OF MISCONFIGURATION IMPACT OF INCIDENT

71% (compared to misconfigurations)

53%




What else?

YOWR OPINION
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OPINIONS

No way!?
J Software or hardware being certified means it is secure.
@ They taught me how to take care of misconfigured systems in school.

Agility is more important than security.
In my company we have a budget for mistakes.
| trust all the tools and equipment we're using.
Too many things are configurable.
In my company we keep up with security standards.
My direct supervisor knows the amount of work I'm doing.
The obligation to report security incidents is often not taken serious.
Operators in management allow for more reasonable security-related business decisions.
My direct supervisor understands what I'm actually doing.
The general priority of security rises after a security incident has happened.
The threat of bad press after a security incident is what companies fear most.

The discovery of a security misconfiguration made me more cautious regarding security. o S
Blameless postmortems help to detect essential issues in corporate procedures. PRSOWMTELY!
| feel responsible for pointing out security issues to peers. SN
| feel responsible for keeping my operations secure. @

-2 -1,5 -1 -0,5 0 0,5 1 15 2
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NO WAY!

Q"U Software or hardware being certified means it is secure.

@ They taught me how to take care of misconfigured systems in school.

Agility is more important than security.

In my company we have a budget for mistakes.
I trust all the tools and equipment we're using.
: Too many things are configurable.
In my company we keep up with security standards.
My direct supervisor knows the amount of work I'm doing.
The obligation to report security incidents is often not taken serious.

Operators in management allow for more reasonable security-related business decisions. :
My direct supervisor understands what I'm actually doing.

The general priority of security rises after a security incident has happened.
The threat of bad press after a security incident is what companies fear most.

The discovery of a security misconfiguration made me more cautious regarding security. o S
Blameless postmortems help to detect essential issues in corporate procedures. PRSOWMTELY!
| feel responsible for pointing out security issues to peers. SN
| feel responsible for keeping my operations secure. @
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A few ideas

Wait for it... Waaait for it...




A few ideas

1. Automation.
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A few ideas

1. Automation.
2. Documentation.
3. Clear (shared) responsibilities.

4. Processes and procedures.




A few ideas

5. Troubleshooting courses for evolving operators.

“[In school] They only focus on installing and putting things
together. Unless you learn to become a car mechanic or so.
Where broken is the state you start with.”

— interviewee #11




A few ideas

6. Security incident “LARP” for management.

“Personally, | think some of them [the management]
should use type writers instead of computers.”

- respondent #54




A few ideas

7. Probability. Damage. Human Factors.

“Usually it's a question of whether the risk assessment was
correct or needs adjustment, and following that sometimes
security measures are enhanced.”

— respondent #52




A few ideas

8. Honest error culture in companies.

“A slap on the hand and off you go.”

- respondent #210
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A few ideas

1. Automation.

2. Documentation.

3. Clear responsibilities.

4. Processes and procedures.

5. Troubleshooting courses for evolving operators.
6. Security incident “fire drills” for management.

7. Probability. Damage. Human Factor.

8. Honest error culture in companies.



